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Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAWS</td>
<td>Lethal Autonomous Weapons Systems</td>
</tr>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>OODA</td>
<td>Observe, Orient, Decide, Act</td>
</tr>
<tr>
<td>NGO</td>
<td>Non-Governmental Organization</td>
</tr>
<tr>
<td>IHL</td>
<td>International Humanitarian Law</td>
</tr>
<tr>
<td>UN</td>
<td>United Nations</td>
</tr>
<tr>
<td>GGE</td>
<td>Group of Governmental Experts</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
<tr>
<td>DoD</td>
<td>Department of Defense</td>
</tr>
<tr>
<td>ROE</td>
<td>Rules of Engagement</td>
</tr>
<tr>
<td>USD(P)</td>
<td>Undersecretary of Defense for Policy</td>
</tr>
<tr>
<td>USD(AT&amp;L)</td>
<td>Undersecretary of Defense for Acquisition, Technology, and Logistics</td>
</tr>
<tr>
<td>CJCS</td>
<td>Chairman of the Joint Chiefs of Staff</td>
</tr>
<tr>
<td>INP</td>
<td>Innovative Naval Prototypes</td>
</tr>
<tr>
<td>DE</td>
<td>Directed Energy</td>
</tr>
<tr>
<td>EW</td>
<td>Electronic Warfare</td>
</tr>
<tr>
<td>CCW</td>
<td>Convention on Certain Conventional Weapons</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>UNIDIR</td>
<td>United Nations Institute for Disarmament Research</td>
</tr>
<tr>
<td>UNODA</td>
<td>United Nations Office for Disarmament Affairs</td>
</tr>
<tr>
<td>ICRC</td>
<td>International Committee of the Red Cross</td>
</tr>
<tr>
<td>IQ</td>
<td>Intelligence Quotient</td>
</tr>
</tbody>
</table>
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Executive Summary

The terms in which the international community discusses lethal autonomous weapons systems (LAWS) can at times be ambiguous as there is an absence of a common vocabulary and common understanding of the terms autonomy and artificial intelligence (AI). LAWS are weapons systems that apply lethal force independently, with freedom from human control. AI has many subfields including machine learning, data mining, speech recognition, and image processing. Policymakers frequently refer to any of the subfields of AI as AI. By grouping these various terms together under the umbrella of AI, the term is frequently misused by technical experts, policymakers, and the general public.

As advances in technology lead to increased autonomy in systems, the terms AI and autonomy are frequently used together. Despite their relationship to each other, it is a mistake to use these terms interchangeably. Currently, the international discussion does not define the technical characteristics of LAWS, hindering the development of public policies, laws, and practices related to the use of autonomy and AI in weapons systems. To improve understanding of the technical characteristics of autonomy and AI in LAWS, this paper aims provides the following recommendations.

**Recommendation 1: Classify the level of autonomy and intelligence in current weapon systems.** Members of the international discussion on LAWS should evaluate where current weapon systems fall on the spectrum of intelligence and autonomy and should consider which of those should or should not be a part of the continuing discussion.

**Recommendation 2: Limit the use of the term Artificial Intelligence.** While potential exists for fully-autonomous intelligent weapon systems, they are not a current reality. Using the term AI to refer to machine learning, computer vision, natural language processing, and many other fields of study limits the development of public policy because there is no individual evaluation for their potential positive or negative impact on LAWS.

**Recommendation 4: Distinguish autonomous systems from autonomous intelligent agents.** An autonomous system does not imply the use of AI, whereas autonomous intelligent agent does. These terms represent significantly different technologies that warrant separate discussion.

**Recommendation 5: Distinguish between semi- and fully-autonomous systems.** To make progress developing public policies regarding LAWS, the discussion must distinguish semi-autonomous systems from fully-autonomous systems. Regulating the two technologies with the same set of policies ultimately will be unsuccessful.
Introduction

International discussions about lethal autonomous weapons systems (LAWS) have become more prevalent as nations attempt to come to terms with how these weapons work and how to regulate them. The terms in which the community discusses them can at times be ambiguous as there is an absence of a common vocabulary and common understanding of the terms autonomy and artificial intelligence (AI). A weapon system is comprised of four actions, searching for a target, detecting that target, making the decision to engage the target, and engaging the target. [1] Developed by Colonel John Boyd, the OODA loop is a model for competitive decision making, comprised of those four actions that define a weapon system: observe, orient, decide, and act. [1] In human operated weapons systems, a human operator completes all of these actions. In a weapon system with autonomy, the human operator relinquishes control over some part of the loop.

![Figure 1. OODA Loop](image)

The word autonomy comes from the early 17th century, Greek word, autonomia, stemming from autonomos which means, ‘having its own laws’. The Oxford English Dictionary defines autonomous as “freedom from external control or influence; independence.” Based on the above definition, LAWS are weapons systems that apply lethal force independently, with freedom from human control. This definition encompasses weapon systems from landmines¹ to unmanned aerial vehicles² to the Israeli Harpy³. While this range of weapons systems have autonomous aspects, they differ in the complexity of their algorithms and software, or their level of intelligence. Landmines merely sense pressure, movement, sound, magnetism or vibration while the Harpy, “detects, attacks and destroys enemy radar emitters, hitting them with high hit accuracy” [2]. The increasing complexity of weapons systems and their software led to the introduction of AI into the LAWS discussion.

---

¹ Landmines: explosive devices triggered by the presence of a person or vehicle.
² Unmanned Aerial Vehicle: an aircraft piloted by remote control or onboard computers. [3]
³ Harpy: a loitering munition that searches for and engages a target but requires no human approval. [2]
Computer scientist John McCarthy first used the term artificial intelligence in 1955. [3] The term’s recent overwhelming use makes AI a point of discussion in many fields. Military and civilian applications of AI are broad, including commuting, banking, farming, and search and rescue efforts. As a buzzword for political, academic, and private spheres, AI is frequently used as an umbrella term for fields including machine learning, data mining, speech recognition, and image processing. By grouping such terms together, the term AI is frequently misused by technical experts, policymakers, and the general public. Figure 2 below shows Google’s search interests over the last five years for the terms autonomy and artificial intelligence. An overall upward trend in the interest in AI is evident in the past three years.

![Google Term Trends](image)

*Figure 2. Google Term Trends for AI and Autonomy*

The international conversation on LAWS leaves several key issues unaddressed in the process of creating public policy regarding the use of autonomy and AI in weapons systems. As advances in technology lead to increased autonomy and AI, the scope of these technologies frequently overlaps, however it is a mistake to use the terms interchangeably because intelligence is not analogous with autonomy. A system does not need AI to be autonomous and the presence of AI does not imply the system is autonomous. To differentiate the terms, an understanding of the technical characteristics and bounds related to each is necessary. Another issue is a misunderstanding on how these technologies affect weapons systems. The lack of a universal definition of AI and autonomous weapon system leads to additional misunderstanding of the characteristics of AI and autonomy. Without comprehensive knowledge of the technologies, policymakers cannot understand what impacts these technologies will have on LAWS. The absence of a common consensus within the international community on LAWS hinders the development of public policies, laws, and practices related to the use of autonomy and AI in weapons systems.

---

4 Numbers represent search interest relative to the highest point on the chart for the U.S. over the last 5 years. A value of 100 is the peak popularity for the term. A value of 50 means that the term is half as popular. A score of 0 means there was not enough data for this term.
Experts and policymakers often discuss autonomy in weapons systems in terms of human-machine interaction. The level of autonomy being dependent on the amount of human input that the system requires to deploy lethal force. Intelligence, on the other hand, has no relation to human input. Instead, a machine's ability to decide based upon a certain input and preconfigured algorithm is the measure of its intelligence. Members of the AI community make a strong argument for keeping a human in the loop of decisions made by weapons systems, even intelligent ones. One example is the Aegis Combat System, used by the U.S. Navy. This system has the ability to observe, track, target, and engage without human input, demonstrating a high level of autonomy. However, human operators usually operate the system in a mode requiring human input at various points in the process. Even in a fully autonomous setting, the human operator can override the system's decision.

An international ban on LAWS currently has widespread support from members of academia, the private sector, and non-governmental organizations (NGOs). Several leaders in the fields of AI and autonomy argue against the use of these technologies in weapons systems. Not all parties in the international discussion on LAWS agree with a ban, especially a preemptive ban on technologies that do not exist yet. Although many arguments exist on whether to ban LAWS, one of the most significant is the discussion of International Humanitarian Law (IHL). States have the responsibility to uphold IHL, but the methods to do so differ between nations. The various definitions of LAWS only complicate the understanding of how the systems uphold IHL. For either side of the banning LAWS argument, a definition, or at least a common understanding of the terminologies is paramount. Without a consensus on the technology there is no basis on which to develop a ban.

The United Nations (UN) Group of Governmental Experts (GGE) on LAWS will meet in August 2018 to continue the discussion on the future of LAWS. Participants in the GGE include over 40 states, and several NGOs. Documents from the last GGE meeting present varying definitions and system characterizations of LAWS from 10 different countries and numerous non-governmental sources. Each group, while providing their own analysis and proposed definition, agrees that a lack of a working definition impedes the progress of discussions on LAWS. These international discussions face obstacles because the parties involved lack an agreed common understanding of the technologies. Additionally, determining how to classify weapons systems as autonomous and how AI plays a role in that classification hampers discussions. Public policy decisions therefore face delay or total lack of action because the involved parties disagree on what the subject of such public policy action is.

---

5 In the OODA loop, when the system interact with the human operator at any point within the loop, it is referred to as having a “human in the loop”
6 The Aegis System is “a centralized, automated, command-and-control (C2) and weapons control system that was designed as a total weapon system, from detection to kill.” [1]
Background
Global Definitions of LAWS

The international discussion on LAWS faces added difficulty due to the various definitions of autonomous weapons systems adopted by the participating countries. Below is an outline of the adopted definitions by several countries, adapted from the 2017 GGE chair’s document.7

<table>
<thead>
<tr>
<th>Country</th>
<th>Definition of Lethal Autonomous Weapon System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cuba</td>
<td>Fully autonomous weapons should be understood as those who act without human supervision once they are deployed. The semi-autonomous weapons must be understood as those with the supervision of a human operator, at least in its critical functions, that is to say for selection and attack of targets.</td>
</tr>
<tr>
<td>France &amp; Germany</td>
<td>LAWS are defined as fully autonomous lethal weapon systems. Systems such as remotely piloted and automated systems (e.g. conventional charges exploding with a set timer), tele-operated (e.g. drones), automated missile defense systems, torpedoes, guidance and navigation systems, surveillance and detection systems are not considered as LAWS.</td>
</tr>
<tr>
<td>Netherlands</td>
<td>“A weapon that, without human intervention, selects and engages targets matching certain predefined criteria, following a human decision to deploy the weapon on the understanding that an attack, once launched, cannot be stopped by human intervention.”</td>
</tr>
<tr>
<td>Russia (Ministry of Defense)</td>
<td>&quot;Autonomous weapons system– an unmanned piece of technical equipment that is not a munition and is designed to perform military and support tasks under remote control by an operator, autonomously or using the combination of these methods&quot;</td>
</tr>
<tr>
<td>Switzerland</td>
<td>Weapons systems that are capable of carrying out tasks governed by IHL in partial or full replacement of a human in the use of force, notably in the targeting cycle.</td>
</tr>
<tr>
<td>UK</td>
<td>An autonomous system is capable of understanding higher-level intent and direction. From this understanding and its perception of its environment, such a system is able to take appropriate action to bring about a desired state. It is capable of deciding a course of action, from a number of alternatives, without depending on human oversight and control, although these may still be present. Although the overall activity of an autonomous unmanned aircraft will be predictable, individual actions may not be.</td>
</tr>
<tr>
<td>US</td>
<td>A weapon system that, once activated, can select and engage targets without further intervention by a human operator. This includes human-supervised autonomous weapon systems that are designed to allow human operators to override operation of the weapon system, but can select and engage targets without further human input after activation.</td>
</tr>
</tbody>
</table>

7 This document provides, “characterization of the systems under consideration in order to promote a common understanding on concepts and characteristics relevant to the objectives and purposes of the Convention”.
While most countries have varying definitions of LAWS, one point they all agree on is the need for a unified outline or definition of LAWS. In the most recent GGE meeting on LAWS, several countries included in their working papers that a crucial step for the GGE’s conversation is to come to a consensus on the technologies that they plan to include as a part of the LAWS discussion.

US Definitions of Autonomy

The U.S. definition of LAWS, referred to by the U.S. as autonomous weapon system, presented above in table 1 is from the U.S. Department of Defense (DoD) Directive 3000.09. This directive also provides a distinguished definition for a semi-autonomous weapon system.

“semi-autonomous weapon system. A weapon system that, once activated, is intended to only engage individual targets or specific target groups that have been selected by a human operator. This includes:

1. Semi-autonomous weapon systems that employ autonomy for engagement-related functions including, but not limited to, acquiring, tracking, and identifying potential targets; cueing potential targets to human operators; prioritizing selected targets; timing of when to fire; or providing terminal guidance to home in on selected targets, provided that human control is retained over the decision to select individual targets and specific target groups for engagement.

2. “Fire and forget” or lock-on-after-launch homing munitions that rely on TTPs to maximize the probability that the only targets within the seeker’s acquisition basket when the seeker activates are those individual targets or specific target groups that have been selected by a human operator.”

Despite this well-outlined definition of LAWS from the DoD, the U.S. Navy, air force, and army each provide varying definitions of autonomy and autonomous systems. Below is a list of the various definitions provided in official documents from each of the three branches.

Table 2. U.S. Military Definitions of Autonomy

<table>
<thead>
<tr>
<th>Military Branch</th>
<th>Definition of Autonomy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air Force</td>
<td>“Systems which have a set of intelligence-based capabilities that allow it to respond within a bounded domain to situations that were not pre-programmed or anticipated in the design (i.e., decision-based responses) for operations in unstructured, dynamic, uncertain, and adversarial environments.” [4]</td>
</tr>
<tr>
<td>Army</td>
<td>“the level of independence that humans grant a system to execute a given task in a given environment. This independence is a point on a spectrum that can be tailored to the specific mission, level of acceptable risk, and degree of human-machine teaming.” [5]</td>
</tr>
<tr>
<td>Navy</td>
<td>“proposed by the U.S. Navy’s 28th Strategic Studies Group in its report <em>The Integration of Unmanned Systems into Navy Force Structure</em>: ‘a level of autonomy is more correctly addressed as a combination of a degree of human interaction with a degree of machine automation . . .’”</td>
</tr>
</tbody>
</table>
Current U.S. Government Action

The DoD Directive 3000.09 is the current instruction on autonomy in weapon systems. Its two main purposes are to assign responsibility for development and use of semi- and fully-autonomous functions in weapons systems, and to minimize probability and consequences of failures in these systems that could lead to unintended engagement. The directive has 5 main policies,

1. Autonomous and semi-autonomous weapon systems shall be designed to allow commanders and operators to exercise appropriate levels of human judgment over the use of force.
2. Persons who authorize the use of, direct the use of, or operate autonomous and semiautonomous weapon systems must do so with appropriate care and in accordance with the law of war, applicable treaties, weapon system safety rules, and applicable rules of engagement (ROE).
3. Autonomous and semi-autonomous weapon systems intended to be used in a manner that falls within the policies in subparagraphs 4.c.(1) through 4.c.(3) will be considered for approval in accordance with the approval procedures in DoD Directive 5000.01 (Reference (b)), DoD Instruction 5000.02 (Reference (c)), and other applicable policies and issuances.
4. Autonomous or semi-autonomous weapon systems intended to be used in a manner that falls outside the policies in subparagraphs 4.c.(1) through 4.c.(3) must be approved by the Under Secretary of Defense for Policy (USD(P)); the Under Secretary of Defense for Acquisition, Technology, and Logistics (USD(AT&L)); and the Chairman of the Joint Chiefs of Staff (CJCS) before formal development and again before fielding in accordance with the guidelines in Enclosure 3, References (b) and (c), and other applicable policies and issuances.
5. International sales or transfers of autonomous and semi-autonomous weapon systems will be approved in accordance with existing technology security and foreign disclosure requirements and processes, in accordance with Directive-Type Memorandum 11-053 DoD Directive 5111.21 (Reference (e)).

In May 2018, the White House held a Summit on Artificial Intelligence for American Industry with senior government officials, technical experts, and business leaders. The purpose of the summit was to discuss AI and the public policies necessary to “maintain U.S. leadership in the age of artificial intelligence”. Congressman John K. Delaney (MD-6) launched the Artificial Intelligence Caucus, co-chaired by Congressman Pete Olson (TX-22) in 2017. The goal of the AI Caucus is to “inform policymakers of the technological, economic and social impacts of advances in AI and to ensure that rapid innovation in AI and related fields benefits Americans as fully as possible.” The caucus has 21 bipartisan members of Congress, and their discussions include experts from government, academia, and the private sector.
Representative Elise M. Stefanik introduced H.R. 5356, The National Security Commission Artificial Intelligence Act of 2018, in March 2018. The bill establishes the National Security Commission on Artificial Intelligence, an 11-member independent commission responsible for reviewing advances in AI and related technologies. The Commission must also assess the competitiveness of the U.S. among countries investing in AI, the means and methods to maintain a technological advantage, international trends, the means to foster research, workforce education, risks of military use of AI, ethical considerations, the means for data standards, and privacy- and security-protecting measures. The bill explicitly defines artificial intelligence as the following:

1. Any artificial system that performs tasks under varying and unpredictable circumstances without significant human oversight, or that can learn from experience and improve performance when exposed to data sets.
2. An artificial system developed in computer software, physical hardware, or other context that solves tasks requiring human-like perception, cognition, planning, learning, communication, or physical action.
3. An artificial system designed to think or act like a human, including cognitive architectures and neural networks.
4. A set of techniques, including machine learning, that is designed to approximate a cognitive task.
5. An artificial system designed to act rationally, including an intelligent software agent or embodied robot that achieves goals using perception, planning, reasoning, learning, communicating, decision-making, and acting.

Since autonomy is already an integral part of many military systems, the U.S. Government oversight of autonomous systems is located in appropriations to the DoD. From H.R. 5515, the National Defense Authorization Act for FY 2019, Congress charges the DoD with assessing the impact of emerging autonomous technology in the air and space, on and under sea, and on land. [6]
Current Global Discussions

UN GGE on LAWS

In 2014, the UN Convention on Certain Conventional Weapons (CCW) held their first meeting on LAWS to discuss emerging technologies in LAWS. Eighty-seven countries participated in the informal meeting. Additionally, representatives from the European Union (EU), United Nations Institute for Disarmament Research (UNIDIR), United Nations Office for Disarmament Affairs (UNODA), and International Committee of the Red Cross (ICRC), as well as a number of non-governmental organizations and research and academic entities participated. In 2016, the CCW established a Group of Governmental Experts on LAWS. The GGE’s first meeting of 2018 took place in April 2018, and the second is in August 2018. The GGE meetings on LAWS addressed four main issues,

1. Characterization of the systems under consideration in order to promote a common understanding on concepts and characteristics relevant to the objectives and purposes of the CCW;
2. Further consideration of the human element in the use of lethal force; aspects of human-machine interaction in the development, deployment and use of emerging technologies in the area of lethal autonomous weapons systems;
3. Review of potential military applications of related technologies in the context of the Group’s work;
4. Possible options for addressing the humanitarian and international security challenges posed by emerging technologies in the area of LAWS in the context of the objectives and purposes of the Convention without prejudging policy outcomes and taking into account past, present and future proposals.

Characterization of LAWS has consistently been an issue for the GGE. Several individuals in attendance have echoed the idea that it took the first year of GGE meetings to establish that the conversation was not about drones. The slow progress of discussion within the GGE is partially due to the disagreement on the terminology and the technologies that fall within the purview of LAWS.

UNIDIR Project on The Weaponization of increasingly Autonomous Technologies

The UNIDIR Project on The Weaponizing of Increasingly Autonomous Technologies has three phases, two of which – the implications for security and arms control and addressing competing narratives – are complete. The third and final phase is promoting “a practical understanding among policymakers of the potential challenges raised by increasingly autonomous technological capabilities—and in particular learning systems—in the near to medium term”. This phase has three pillars, shown below in figure 3.
In, *The Weaponization of Increasingly Autonomous Technologies: Concerns, Characteristics and Definitional Approaches*, UNIDIR presents three commonly discussed definitional approaches to LAWS.

1. Technology-centric approach – a technical definition that physically describes an object.
2. Human-centered approach – a description that describes an autonomous weapons system in relation to a human user
3. Task/Functions approach – identifying tasks/functions delegated to a weapon which make it autonomous

While various nation states support each of these three approaches, UNIDIR argues that combining the three – starting with human-centric to reiterate human responsibility, then identifying tasks/functions of concern, and finally discussing the technology – is an acceptable and all-encompassing approach.
Campaign to Stop Killer Robots

A group of NGOs launched The Campaign to Stop Killer Robots, an international coalition to ban fully-autonomous weapons in 2013. Participating organizations include Human Rights Watch, Amnesty International, Harvard Law School International Human Rights Clinic, and the International Committee for Robot Arms Control. The coalition’s main concern is that weapons will operate on their own without “meaningful human control”. The Campaign aims to inform policymakers and the general public about the issues concerning LAWS, and makes statements and provides resources, such as the one shown below, to educate their audience.

Figure 4. Campaign to Stop Killer Robots [6]
Key Conflicts

Goals of AI

One of the impedances to developing public policy regarding AI is answering the question, what is AI? The Oxford English Dictionary defines Artificial Intelligence as, “The theory and development of computer systems able to perform tasks normally requiring human intelligence, such as visual perception, speech recognition, decision-making, and translation between languages.” One of the difficulties with defining AI is that the term encompasses a variety of other fields such as machine learning, speech recognition, computer vision, robotics, language understanding and reasoning. As the technology and understanding of each sub-field developed, the term for the specific field became more widely used. Some define AI as the state of the art in developing systems that achieve the goal of thinking like humans. Therefore, AI is continually changing as the science and engineering behind the technologies develop.

Scholars have several methods of dividing or distinguishing AI such as “weak” and “strong AI”. “Weak AI” suggests that humans design machines to act as if they are intelligent. This means that the programmer hard-codes every decision into the system, and the machine has no capability to learn. “Strong AI” leads to machines that can be conscious. At which point, the system would be independently thinking and learning. Hard-coding of every decision would be unnecessary, and the system would be capable of evolving and improving its code based on its previous experiences. Distinguishing between narrow and general AI is also important. Narrow AI is considered to be a system that is able to complete one or a narrow set of tasks at the same level or better than humans. General AI is considered to be a system that is able to complete all tasks that a human can, while also being able to adapt to uncertain situations. This definition implies the system has machine learning and all of the sensory and decision-making abilities of a human.

Stuart Russell, a leader in the field of AI, presents four possible goals of AI. These goals represent the ultimate capabilities of AI and include systems that think like humans, systems that act like humans, systems that think rationally, and systems that act rationally. Russell pulls definitions from several AI textbooks that support each of the four goals in Table 3, below.

---

8 General AI is not a reality. This is the type of AI that is portrayed in science-fiction like The Terminator’s Skynet.
The various classifications and methods of distinguishing AI make a general understanding and consensus on its definition problematic. Due to the constantly shifting nature of the technology, discussions on a definition of AI are seemingly always behind. To create public policy on AI, policymakers must have a better understanding of the bounds of the technology. A preliminary step may include determining the minimum capabilities of a system that parties involved in the LAWS discussion consider artificially intelligent. This may rely on the parties’ definition of intelligence, further complicating the conversation.
What is Intelligence?

No less disputed than the definition of AI is the definition of intelligence. While scholars debate what intelligence is, no standard definition exists. Like the definition of AI, the various definitions of intelligence have common themes. Legg and Hutter compiled a list of some of the most referenced definitions of intelligence, two of which are: “The ability to acquire and apply knowledge and skills” and “. . . the ability of a system to act appropriately in an uncertain environment, where appropriate action is that which increases the probability of success, and success is the achievement of behavioral subgoals that support the system’s ultimate goal.” From their compilation of definitions, common themes of defining intelligence were:

1. intelligence is a property that an individual agent has as it interacts with its environment or environments
2. intelligence is related to the agent’s ability to succeed or profit with respect to some goal or objective
3. intelligence depends on how able the agent is to adapt to different objectives and environments.”

From these common themes they produced their own definition of intelligence: “Intelligence measures an agent’s ability to achieve goals in a wide range of environments.” [7]

In humans, IQ tests measure intelligence quotient, but some experts debate how meaningful these tests are in measuring one’s intelligence. Psychologist Howard Gardener developed a method of describing intelligence that included 9 different types of intelligence. The figure below outlines these 9 types of intelligence.

*Figure 5. Howard Gardener's 9 Types of Intelligence [8]*
Regarding AI, discussions of intelligence raise two additional questions, what is intelligence in machines...for example, is a machine intelligent if the system lacks linguistic intelligence and therefore cannot verbally express what it means? How do we measure a machine’s intelligence? Alan Turing, in 1950, tackled this question and developed the Turing Test, one of the most well-known measures for machine intelligence. Turing designed the test to determine if a computer is capable of thinking like a human being. Below is an overview of the Turing Test.

**Turing test**

During the Turing test, the human questioner asks a series of questions to both respondents. After the specified time, the questioner tries to decide which terminal is operated by the human respondent and which terminal is operated by the computer.

![Turing test diagram](image)

**Figure 6. Summary of Turing Test [9]**

Despite the existence of such “computer intelligence tests”, experts still dispute how to define intelligence in both humans and machines, and whether a machine is only artificially intelligent if the system possesses all of the components of intelligence that humans do.

**Automation v. Autonomy & Autonomous**

The Oxford English Dictionary provides the following definitions for automation, autonomy, and autonomous.

**Automation:** “The use or introduction of automatic equipment in a manufacturing or other process or facility.”

**Autonomy:** “Freedom from external control or influence; independence.”

**Autonomous:** “Denoting or performed by a device capable of operating without direct human control.”
Each of the three previous terms has a unique definition and meaning, yet frequently policymakers use them interchangeably. Currently, automated weapons are a staple of almost every military entity, and many militaries use systems that have some autonomy. One example is the Aegis Combat System, used by the U.S. Navy. This system has four modes of operation,

1. Manual – the system’s radar tracks objects and once detected, a human must directly engage
2. Semi-Auto – the system generates a firing solution after tracking an object and a human operator makes the final decision on engaging
3. Auto SM – the system fully develops the engagement process however engagement requires positive human action
4. Auto-Special – when the system detects a threat that meets given parameters, it will automatically fire

Current use of autonomous weapons systems depends on one’s definition of autonomous. Stuart Russell uses a “stronger” view of an autonomous system. Instead of autonomous being the ability for a system to operate without the input of a human, Russell defines autonomous by the system’s programming. He states the following,

“If the agent’s actions are based completely on built-in knowledge, such that is need pay no attention to its percepts, then we say that the agent lacks autonomy.” [10]

If the programmer hard-codes every decision, or “move”, into the system, then that system has no autonomy – only the reflection of the original coder or operator’s intentions. For the system to be a truly autonomous intelligent agent, the system should be able to learn and adapt, ultimately making decisions and learning without written code for each and every step. Based upon his interpretation, a system cannot be autonomous without at least a basic form of machine learning. The system’s ability to adapt to unpredictable and unknown situations without the input of a human operator leads to an autonomous intelligent system.

Using Russell’s ideas, a LAWS would be more like a “killer robot”. A system that, given any task, would determine the best course of action to complete the task, learning and evolving over time. His definition of a LAWS is what many people, in the public and political world, think of when they hear lethal autonomous robot. Influences of popular culture include films such as The Terminator and I, Robot and books including When HARLIE Was One and even Frankenstein. The fear of uncontrollable “killer robots” that would make decisions about when and whom to kill without any input from a human and without a countermeasure for humans to intervene has garnered support from groups advocating for a ban on all LAWS.

---

9 The Aegis System is “a centralized, automated, command-and-control (C2) and weapons control system that was designed as a total weapon system, from detection to kill.”
International Humanitarian Law

The misunderstanding and mischaracterization of AI in LAWS creates a situation where governments and their militaries have the potential to violate IHL. While these laws outline the intent and impact of actions in wartime, they do not necessarily outline who or what must take the responsibilities for such actions. Therefore, while using LAWS can be within IHL, steps and precautions are necessary to make sure the system is operating within IHL. The Geneva Convention, Protocol I, Article 36 which basically says that lawful weapons are weapons that can be “targetable”\(^\text{10}\) and can “discriminate”\(^\text{11}\). It concludes that,

- The High Contracting Parties are obliged to determine the legality or illegality of the use of any new weapon introduced into their armed forces.
- This obligation only concerns the normal use of the weapon as seen at the time of the evaluation, whether it were to be used in some or all circumstances (and not possibly misused).
- If a weapon is found to be illegal by a State, this does not by itself create a mandatory rule of international law vis-à-vis third parties, even for the State first mentioned, nor is there an obligation for this State to make its findings public. Consequently the High Contracting Parties are not bound to reveal anything regarding new weapons which are being developed or manufactured.
- However, Article 36 does imply the obligation to establish internal procedures with a view to elucidating the problem of illegality and therefore the other Contracting Parties can ask for information on this point.

For example, with regards to the principle of proportionality, if a LAWS is able to follow the guideline – “Launching an attack which may be expected to cause incidental loss of civilian life, injury to civilians, damage to civilian objects, or a combination thereof, which would be excessive in relation to the concrete and direct military advantage anticipated, is prohibited”\(^\text{11}\) – then using LAWS is legal.

Determining where the ultimate responsibility of an attack lies is dependent upon the understanding and trust in a system. In a system with “weak AI” the responsibility might fall on the computer programmers and the operators. Since every decision made is hard-coded, the programmers are responsible for understanding how much trust can be placed on the sub-systems of the weapon. They should then program decisions that will uphold IHL with an added margin of error. On the other hand, a “strong AI” system would make the decision whether an attack meets the requirements of IHL. The system would learn what attack options met all strategic goals while upholding legal and ethical boundaries. Semi-autonomous systems that require humans to analyze information and make decisions places the responsibility to uphold IHL back on the operator, while fully-autonomous systems potentially have no human oversight – no human in the loop – that could even take responsibility if there were to be a mistake.

\(^\text{10}\) The ability of the system to be selected as the aim of an attack. [12]
\(^\text{11}\) Recognize a distinction; differentiate [12]
Additionally, many experts and scholars support banning LAWS completely. However, the lack of a concrete definition on what constitutes a LAWS in the eyes of the international community causes a problem for creating a ban. Primarily, what technologies should the international community ban?

Figure 7. Support for Banning LAWS [6]

Fully-autonomous, intelligent weapons systems do not exist yet. The “killer robot” or “Terminator” is not yet a reality. Predicting exactly what the effects of these technologies will be on weapons systems is difficult. Some experts argue that the potential for LAWS to improve the accuracy and reduce the civilian casualties in war means the international community should not ban them. They might have some positive functions in the future, with proper regulation and international discussion. If that is the case, some scholars argue that banning the technology and its development would be irresponsible. Implementing the technology that will cause the least amount of damage in international conflict would be our responsibility. Does restricting them now possibly limit to what extent we can use AI and autonomy to improve conflicts for both warfighter and civilian? Supporters of a ban want to ban fully-autonomous systems, but what about current semi-autonomous systems such as missile defense systems, many of which engage a target without the direct input of the human operator. Banning a technology so widely used by militaries across the world may prove difficult, but not an impossible task, as exemplified by the ban on anti-personnel landmines as well as other weapons.
Policy Recommendations

I. Classify the Level of Autonomy and Intelligence of Current Weapons Systems

Defining the technical characteristics of autonomy and AI challenges the conversation, and many states agree that a universal understanding will help progress public policy. The first recommendation is to use existing weapons systems to build understanding of how autonomy and AI impact weapons systems and their use. While autonomy and intelligence impact LAWS in separate and distinct ways, and are not analogous, they are both significant factors in the regulation and understanding of LAWS. Parties can consider both AI and autonomy on a scale that represents the level of each that a system has. These scales are not the same scale, signifying that the two technologies are separate and provide unique functions to the system. The scales also cannot be parallel, because this implies that as the level of autonomy increases, so does the level of intelligence. This is sometimes true but overall is a viewpoint that is detrimental to the advancement of the discussion. Instead, this paper recommends that policymakers consider the two technologies on a perpendicular scale.

Figure 8 shows several weapons systems, listed and briefly described below, on a scale of autonomy and intelligence. The weapons systems presented have a diverse set of technical characteristics. Adopted from various sources, the definitions used to place the weapons systems on the scale are below.
| **(1)** Hand Gun – A short-barreled firearm designed to be fired with only one hand. |
| **(2)** Anti-personnel landmines – An explosive mine laid on or just under the surface of the ground, triggered by weight or pressure. |
| **(3)** Machine Gun – An automatic gun that fires bullets in rapid succession for as long as the trigger is pressed. |
| **(4)** Sentry Gun (ex. Phalanx CIWS) – A weapon that is automatically aimed and fired at targets that are detected by sensors. |
| **(5)** Armed UAVs (ex. MQ-1 Predator, MQ-9 Reaper) – Remotely piloted aircraft that serve in mostly ISR missions, armed with Hellfire missiles. |
| **(6)** Anti-Missile Defense System (ex. C-RAM) – A missile with a high, arching trajectory, which is initially powered and guided but falls under gravity on to its target. |
| **(7)** Loitering Munitions (ex. Israeli Harpy) – A weapon system category in which the munition loiters around the target area for some time, searches for targets, and attacks once a target is located. |
| **(8)** Terminal High Altitude Area Defense (THAAD) – Defends against short and medium range ballistic missiles through interception of missiles inside and outside of the atmosphere. |
Figure 8. Diagram of Weapon Systems Currently in Use
Term Definitions:

- **Human-operated** – operated under direct human control [1]
- **Automatic** – a mechanical process that occurs by itself with little or no direct human control [2]
- **Semi-Autonomous** – a weapon system that, once activated, is intended to only engage individual targets or specific target groups that have been selected by a human operator. [3]
- **Supervised-Autonomous** – An autonomous weapon system that is designed to provide human operators with the ability to intervene and terminate engagements, including in the event of a weapon system failure, before unacceptable levels of damage occur. [3]
- **Fully-Autonomous** – a weapon system that, once activated, can select and engage targets without further intervention by a human operator. This includes human-supervised autonomous weapon systems that are designed to allow human operators to override operation of the weapon system, but can select and engage targets without further human input after activation. [3]
- **Narrow AI** – an artificial intelligence system that addresses specific application areas such as playing strategic games, language translation, self-driving vehicles, and image recognition. [4]
- **General AI** – a notional future artificial intelligence system that exhibits apparently intelligent behavior at least as advanced as a person across the range of cognitive, emotional, and social behaviors. [4]
- **Machine Learning** – the capacity of a computer to learn from experience, i.e. to modify its processing on the basis of newly acquired information. [2]

While assessing the autonomy and intelligence of currently deployed weapons systems may assist policymakers in understanding the real-life implications of adopting systems with these technologies, categorizing weapons poses a risk. Defining LAWS based on level of autonomy does not address meaningful human control of weapons. Many states participating in the GGE agree, the definition should be based upon the human interaction with the weapon and the ultimate implications of its use.

---

12 meaningful human control has three essential components: Human operators are making informed, conscious decisions about the use of weapons; human operators have sufficient information to ensure the lawfulness of the action they are taking, given what they know about the target, the weapon, and the context for action; and the weapon is designed and tested, and human operators are properly trained, to ensure effective control over the use of the weapon.” [54]
II. Limit the Use of the Term Artificial Intelligence

“AI currently encompasses a huge variety of subfields, from general-purpose areas such as perception and logical reasoning, to specific tasks such as playing chess, proving mathematical theorems, writing poetry, and diagnosing diseases.” [5]

This recommendation is to separate the AI subfields from the term AI. The general public, experts, and policymakers widely use the term AI to describe each subfield, leading to an international discussion on LAWS filled with confusion and misunderstanding about the technical scope of AI in LAWS. As subfields continue to progress and new subfields develop, the conversation should distinguish each technology. Particularly in the political and regulatory world, referencing technology in a more direct and narrow manner will help to promote concise public policy. Some subfields to reference separate of AI and their general definition are:

- Machine Learning – The capacity of a computer to learn from experience, i.e. to modify its processing on the basis of newly acquired information. [2]
- Computer Vision – concerned with the automatic extraction, analysis and understanding of useful information from a single image or a sequence of images. It involves the development of a theoretical and algorithmic basis to achieve automatic visual understanding. [5]
- Perception – The neurophysiological processes, including memory, by which an organism becomes aware of and interprets external stimuli. [2]
- Natural Language Processing/Speech Processing – The application of computational techniques to the analysis and synthesis of natural language and speech. [2]
- Data Mining – The practice of examining large pre-existing databases in order to generate new information. [2]
- Information retrieval – the recovery of information stored in a computer system. [2]
- Knowledge Representation – the representation of a particular area of knowledge, esp. in a computer system; (more commonly) the branch of artificial intelligence concerned with this. [2]
- Expert Systems – a program or group of programs designed to store and apply the knowledge of experts in a given field, so that others can use it for deciding, evaluating, or inferring in that field. [2]
The use of the term AI therefore would represent systems made up of all of the above sub-systems. The GGE should consider artificially intelligent systems to be systems that take in percepts, make decisions based on those percepts and previous knowledge, and act accordingly to accomplish a certain goal. The discussion should still differentiate between narrow AI and general AI, distinguishing the ability of a system to perform a single or narrow set of tasks, as opposed to fully thinking and behaving like a human, the premise of general AI.

The potential difficulty of separating out the subsystems of AI is further complication and confusion of the technology and terminology. As more subsystems develop, the continued disagreement on the definitions of the terms as well as boundaries of the technology will remain. The abundance of subsystems in AI means that referring to each individually may be overwhelming for policymakers, creating more difficulty with enacting public policy that promotes the advancement of technologies that impact AI.
III. Differentiate Autonomous Systems from Autonomous Intelligent Agents

A disagreement exists on the definition of autonomy and autonomous systems amongst the contributors to the international discussion on LAWS. One of the most significant separations is what an autonomous system is. Two thought processes are present in the discussion:

1. Autonomous Systems: some members of the discussion do not define an autonomous system based on its intelligence. Instead, these participants characterize an autonomous system based on the human-machine interaction and the amount of human input that the system allows or requires. An autonomous system has no explicit implication of machine learning or percept analyses.

2. Autonomous Intelligent Agents\(^{13}\): this definition of an autonomous system implies that the system is intelligent, meaning that it has general AI, and can operate without human input on a broad range of activities, making its own decisions and learning as time progresses. Members of the AI community, including Russell, accept the idea that autonomous systems are intelligent. Russell states, “If the agent’s actions are based completely on built-in knowledge, such that it need pay no attention to its percepts, then we say that the agent lacks autonomy.” Therefore, the ability to make decisions based on knowledge the system acquires defines a LAWS.

These two thought processes conflict particularly in the eye of the general public. A LAWS that is an autonomous intelligent agent might look more like a “killer robot” that has the potential to make unpredictable and incomprehensible decisions in lethal situations. On the other hand, an autonomous system that is not necessarily intelligent could look more like a loitering munition. The system may have percepts and use information from those percepts to search, identify, and engage a target. Additionally, without distinguishing between fully-autonomous, semi-autonomous, and supervised-autonomous, this idea of an autonomous system might even include systems that search for and identify a target, then require human input before engaging with the target.

Even though many discontinuities exist in the understanding and defining of terms related to LAWS, this opposing approach to the capabilities of autonomous systems creates a big hurdle for parties on either side to overcome. Those involved in the discussion on LAWS must acknowledge the existence of the two separate and valid thoughts on the fundamental definition of an autonomous system. One idea is not better than the other, or more correct, but they are unambiguously different. The ideas about public policy regarding these two thought processes would likely be completely different.

---

\(^{13}\) “An agent is something that perceives and acts in an environment. We split an agent into an architecture and an agent program.” [10]
IV. Distinguish Between Semi- and Fully-Autonomous Systems

Several states involved in the international discussion on LAWS provide a distinction between semi-autonomous and fully-autonomous weapons systems. Cuba, France, Germany and the U.S. each distinguish these two systems in their statements to the GGE. Other states have not distinguished between the two. Instead, their definitions group semi- and fully-autonomous systems together, or only cover fully-autonomous systems. The distinction in the technologies is most commonly based on the level of human input in the system, especially with critical decision-making on lethal actions.

Many parties agree that defining what a fully-autonomous weapon system is, might be counterproductive to the mission of the international discussion. While this is a valid concern with defining an autonomous weapon, a distinct set of legal and ethical concerns exist with semi-autonomous and fully-autonomous weapons systems. The GGE outlined four approaches to characterization, each of which would differ when discussing semi-autonomous and fully-autonomous weapons.

1. Separative approach: An approach whereby characteristics and concepts not relevant to the objectives and purposes of the CCW are set aside (“via negative”), while gathering the characteristics and concepts that are definitely relevant to the objectives and purposes of the CCW (“via positive”).

2. Cumulative approach: An approach whereby categories of characteristics are added to a master list and then concepts and characteristics therein are evaluated against certain technical, legal, humanitarian or political-security criteria to assess their relevance to the objectives and purposes of the CCW. Such categories could include physical performance, targeting performance and other technical characteristics. They could also include characteristics that are related to the human-machine interface or secondary characteristics such as reliability, and predictability.

3. Accountability approach: considers a set of characteristics related to the functions and type of decisions handed over to machines, and which avoids using levels of autonomy and other technical characteristics or categories related to the loss of human control. This approach would depend rather on the context and scenario in which the systems under consideration would be used and would involve a combination of technical and human-interface evaluations centered on accountability of States and humans.

4. Purpose oriented and effect-based approach: This approach focuses on desirable and undesirable consequences of possible lethal weapons systems based on emerging autonomous intelligent systems and technologies

Acknowledging the differences in the technologies implies the need for different public policies and regulations for each. Therefore, this paper recommends that the international discussion on LAWS create separate opportunities to address the emerging technologies contributing to LAWS as well as the humanitarian and security challenges posed by these distinct technologies.

14 The purpose of the UN’s GGE on LAWS is to discuss the ethical and moral implications of increasingly autonomous weapon systems and their use in international conflict.
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